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Abstract

The present study focuses on Extreme Machine Learning Method (ELM), which may be used with Support Vector Machines that
are optimised by Cuckoo Search to produce a method for identifying disease risk (CS-SVM). It also considers the accuracy and
scalability of big data models, which considerably increase the processing power of the proposed method and produce better
outcomes in terms of performance metrics like veracity and efficiency. In terms of additional performance metrics like Precision,
Recall, and Average Area Under Curve, the suggested method is also compared to comparable cutting-edge methods.

. INTRODUCTION

A range of datasets that are scattered widely and are yet
retained are referred to as "big data." In big data
healthcare, Electronic Health Records (EHR) are used to
manage clinical data sets of each patient's information.
Clinical data is kept in a number of various formats and is
unstructured to a degree of over 80% [1]. Processing huge
information creates challenges and expectations for
data storage and analysis in terms of efficiency and
scalability. Big data is used by the Hadoop MapReduce
architecture to quickly store and process all types of data.
It is adaptable to the systems and fault-tolerant. Also, a
Machine Learning algorithm handles the prediction of
data sets. The size of data is growing in step with the rapid
growth of technology. People currently live in a world
that is driven by data. Massive storage volumes in
the petabyte range are organised into data sets. The
medical sector uses a variety of data in structured,
semi-structured, and unstructured forms while
examining big data. Raw data examples include

complicated reports, a patient's medical history, and the
results of electronics tests. These medical reports contain
both structured and unstructured data. Structured data can
easily be incorporated into risk prediction models [2].
However, due to the discontinuity, complexity,
multidimensionality, and noise of this data, unstructured
data formats are hiding a tonne of crucial information. In
the healthcare sector, Electronic Health Records (EHS),
which contain patient disease records and enhance
clinical decision-making are used. The information from
clinical healthcare can be used for predictive analysis.
However, unstructured data formats are concealing a
tonne of important information because of the
discontinuity, complexity, multidimensionality, and
noise in this data. Electronic Health records (EHS), which
store patient disease records and improve clinical
decision-making, are employed in the healthcare
industry. Predictive analysis can be done using data from
clinical healthcare. By using diverse analytical
techniques, the healthcare sector offers immense
potential to cure diseases more successfully. Machine
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Learning (ML) approaches such as Naive Bayesian (NB),
Decision Tree (DT), KNN, and Neural Network (NN) are
used to manage the structured data. The problem with
healthcare data is the processing of unstructured data.
Massive data sets have proven to be challenging to train
for unsupervised learning in a number of researches on
unstructured data processing [3].

The basis for data distribution is provided by the
Hadoop MapReduce framework. The master/slave
architecture serves as its foundation. MapReduce offers
scalable computations in a single iteration, which is one
of'its benefits. Some algorithms require cutting-edge data
about one node's relationship to another at the moment of
computation. Probabilistic Graphical Model (PGM) is a
well-researched machine learning framework for
examining various types of issue structures. A dataset
used to predict the number of patients with the disease is
used to assess the performance of the proposed strategy.
Because it is free and open source, offers HDFS (Hadoop
Distributed File System), which enables distributed
storage, and is fault tolerant. The Apache Hadoop
framework is widely utilised. To swiftly process massive
volumes of data, MapReduce, a popular Hadoop
programming framework can be employed. The training
data and the testing data make up each half of the dataset
in this instance. The system may respond intelligently to
input thanks to the application of ML algorithms,
producing significant data that is utilised to generate
common reports in the processing layer. The ML
techniques are mainly utilised to diagnose the condition.
These machine learning techniques aid in making better
decisions regarding treatment strategies and in offering
superior healthcare services. There is a lot of information

in clinical databases, including information on the
patients, images related to radiographs, medical records,
and other sensor data. It goes without saying that this
information overflow will increase database size and
complexity. When considering their uses in clinical
healthcare research sectors, distributed systems like
Hadoop and MapReduce are more favourable due to their
vast storage capacity and capacity to process enormous
amounts of data. Extreme Machine Learning is used to
tackle issues in a wide range of therapeutic disciplines
because of its capacity to extract valuable information
from learned data.

Il. ANALYTICS WITH LARGE-SCALE
HEALTHCARE DATA

The majority of the time, patient-related data from the
healthcare sector is made up of countless enormous and
complex facts. The number and complexity of the data
have grown even more due to current developments in the
medical field, which also give sensor data collected by
several electronic and mobile devices. By gathering
clinical data from each patient at several hospitals, more
information about the research is being conducted in a
specific manner. Last but not the least, records of
information including clinical images, CT scan and MRI
scan results, lab records, surgical records, and insurance
information are periodically updated in the clinical
databases. To produce the intended results, the records
used in hospitals—including clinical pharmacy images,
electronic data like X-ray images, photos from MRI
scans, post-surgery reports, information about medicine,
and other general data are used. As a result, the size of the

TABLE I.
BIG DATA IN HEALTH CARE SYSTEMS

DATA CATEGORY LISTS

DESCRIPTION

STRUCTURED DATA Details of patient

Habitual details

Examination reports
Predicted disease reports
Pill prescription details
UNSTRUCTURED TEXT DATA Patients readme illness
Doctors Details

Medical appointment details

Age, sex, height, weight, etc. of the patient.

Records of genetic information, smoking,
drinking, and other behaviours.

Reports from blood tests, BP tests, etc.

Disease histories, including diabetes, blood pressure, etc.
Kind of medication, then patient information.
Medical background.

Details of the doctor's interrogation.

How often the patient has been enrolled for a check-up.
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healthcare database is dramatically growing. Data that is
utilized for training has the most Electronic Health
Record (EHR) data (nearly around 80% from the data
set). The learning machine network's input features are
regulated and prediction activities are carried out using
training data sets. The test data that only test the final
output are used to confirm the algorithm's true predictive
capabilities. 20% of the clinical data set is contained in
the test data.

l1l. RISK FACTOR PREDICTION

Therisk factor is typically found using Machine Learning
and deep learning methods. The primary emphasis of this
study is on accuracy measurements. We combine the
CS-SVM method with the ELM algorithm to increase
accuracy and optimization [4]. The machine learning
methods Naive Bayes (NB), CS-SVM, and Decision Tree
(DT) are used to estimate the risk of fatal disease using
structured data. We improved the ELM to create an
Optimized Extreme Learning Algorithm for
Unstructured Data in order to predict fatal disease based
on the training data sets. Classification algorithms like
CS-SVM, DT, and NB [6-7] are utilised to provide the
prediction for structured data. A data set of dengue fever
patients is gathered from several hospitals in order to
determine the risk factor for dengue fever from medical
records. There are 820 patient records in the structured
data set, and each record has a total of 20 label attributes.
The target class's label attribute has nominal values.
These figures are derived from a variety of data including
test outcomes, X-rays, the patient's medical history, and
other relevant details. The examination's data, including
the heart rate, blood pressure, and outcomes of additional
laboratory tests are used in the feature selection process.

The classification that is based on probability is the
Naive-Bayes classification. Calculating the likelihood in
the attributes of the chosen features is necessary for this.
The Gaussian distributive function and the probability
formulae for discrete feature estimation and attribute
estimation are used respectively. The patient data set is
randomly split into a test data set and training data set
with a ratio of 5:1. The MapReduce approach is used to
carry out the categorization simultaneously.

IV. ALGORITHMS OF MACHINE
LEANING

A. A More Effective Naive Bayesian Classifier

It is a classification method [8] that uses a statement of
unpredictability among prediction analysts and is based
on the Bayes theorem. An individual feature inside a class
is recognised by a Naive Bayes classifier as being distinct
from all other features. In order to produce predictions, an
NB classifier normally considers each feature
characteristic separately and will increase the likelihood.
By allowing the depiction of interdependence among
subsets of characteristics, the Augmented Naive
Bayesian classifier (INB) that has been described
classifies the data sets.

From Fig. 1, The probability parameter P(alb) is
produced by the factors P(a), P(b), and P(bla), where
given a known predictor attribute, the posterior
probability of the predictor class is P(alb). P illustrates the
prior probability of the class (c). P(b) is the prior
probability of the predictor, and P(b|a) is the likelihood,
which is the predictor's probability for a specific class.

The computation of posterior probability using Naive
Bayes is the prediction's outcome. The updated Naive

Fig. 1. Machine Learning Techniques for Structured
Data Prediction
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Bayesian model has good accuracy due to the
independent values of the attributes in the healthcare
data. This statistical model has a high level of accuracy.
This strategy is based on the idea that each quality exists
independently of the others. This classifier can function
well in the medical field with or without preprocessing.
The method works wonders on a variety of challenging
issues.

V. DECISION TREE

There are three essential conditions for separating data in
this supervised learning methodology [9]. The most
crucial of the three conditions is knowledge acquisition.
Entropy is defined in Equation 1 for a problem involving
many classes

E(D)=log2Px (1)

where,
D Training data ;

Px Discretization value of test data .

When there is no more information than there is space,
the entropy is determined. This action should be taken
after amulti-stage decision-making process.

VI. CUCKOO SEARCH-SVM

A statistical learning method that maps the data into a
high-dimensional space F using a non-linear mapping
function (X). The categorization is improved in a high-
dimensional space using linear regression. F(a) mapping
function shown in Equation 2.

J(@)=w.¢A)+b=0 2

where,
b Threshold parameter ;
® Weight vector ;

A Distance vector.

The Cuckoo Search algorithm is a potent optimization
method that conforms to three core concepts. Every
cuckoo species is working on a special approach to
increase the likelihood that its eggs will hatch [6]. There
are three main rules in CS.

& Each cuckoo in the nest will randomly place an egg in
a nest at any point throughout a predetermined period of
time when she is expected to lay an egg.

% The next generation will receive only the best eggs.

& Using the host bird with a probability of Pa £, the
eggs-laying birds are found after settling on a small
selection of more significant hosts (0, 1).

With the use of the birds in the nested host, this
algorithm has been refined to produce better outcomes. It
is clear that the best search path and the location of the
bird's nest are frequently updated by the CS searching
algorithm.

This is shown in Equation (3) as

Levy=Xis+Xis+1 3)

Where,
Levy Best search path;
Xis Set of birds ;

Xi Aninstance ofaset.

In order to achieve classification, training data sets are
acquired, the CS-SVM is initialised with the probabilistic
parameter Pa = 0.75, and a randomly generated nest N
location is employed. Before determining the current best
location, the training set is used for cross validation. A
classification model is created based on the test set after
the test set is gathered using SVM.

VIl. ALGORITHM FOR CLASSIFYING
DISEASE RISK BASED ON EXTREME
LEARNING METHOD

In order to manage high data-speed with quick learning,
outstanding performance, and low computer complexity,
the Extreme Learning Method (ELM) [10] was
developed. The data currently available in the health
sector are largely unstructured when it comes to Extreme
Machine Learning, even with the adoption of Learning
Method (LM) and a data platform. With no requirement to
retrain the data pattern, ELM learning is a feed-forward
network that alters the sum of the input and output in any
logical way [11]. Since it has the power to change the
purpose of the underlying logic at any time, the difficulty
of scalability is important for any business. For the
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Fig. 2. Proposed Block Diagram's Overall Process

prediction of data, a scalable system is provided that led
to improved performance with little time complexity
[12]. A scalable learning system for supervised learning
that takes into account unstructured data is developed by
the suggested ELM. The outcome, which is undoubtedly
unknown given the input, will be anticipated by the
taught system. The first challenge while using Learning
Method (LM) is the pre-processing of data, which
includes operations like normalisation, missing value
resolution, data transformation, feature extraction, and
data training. The main goal of data analytics is to extract
useful information from the data by identifying all
potential links between the data.

Fig. 2 depicts the overall process of Extreme learning
method (ELM). In addition to altering real-time training

and prediction, other learning methodologies have an
effect on each machine's performance by reducing the
level of performance metrics attained. On data sets of a
realistic size, our proposed system outperforms existing
approaches in an excellent manner.

VIil. SELECTION FEATURE FROM
UNSTRUCTURED ELECTRONIC
HEALTH RECORD

Map featureinA. ELM

For generalised Single Hidden Layer Feed Forward
Neural Networks, the output function of the ELM
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network topology is calculated using the formula. F(x),
the output function is shown in Equation (4).

F(x) = (x)=h(x) “

Where,

h(x) Hidden layers output vector between the hidden
layer and the output layer with m > 1 output nodes.

(x) Hidden layer.

h(x) = [h1(x),..h L(x)] (5)

Where,

h(x) Hidden layer's output vector ;
h1(x) Hidden layer output;

hl(x) is referred as the nonlinear ELM feature
mapping classifier is taking risks into account and
identifying potential risk factors.

IX. RESPONSE AND CONVERSATION

Since CS-SVM has less optimization restrictions and is
also simpler to implement, the suggested traditional
optimization procedure in ELM can be linearly extended
to it. Each dataset was subjected to various categorization
methods, such as Neural Network, Logistic Regression,
Random Forest, Naive Bayes, and Cuckoo Search-
Support Vector Machine. The statistical measurements

for various classification algorithms are covered in Table
II. Predictive analytics may be measured using the True
Positive (TP), False Positive (FP), Positive Prediction
(PP), and accuracy factor metrics. 99% of the scheduled
work will be completed. The extended learning machine
and machine learning classifiers are applied to 2
Gigabyte, 6 Gigabyte, and 12 Gigabyte datasets as a test
data set, and they are deployed in a high performance
distributed network. Platforms and procedures for high
performance computing are needed for this.

The distributed framework's speedup is shown in
Fig. 3 with each cluster containing a sizable number of
data sets, which allows the system to operate more
quickly. Due to the increasing parallelization of the
healthcare data sets, map reduction delivers a higher
success rate as the size of the data sets increases.

Fig. 4 is based on cluster series that are run on various
numbers of nodes and calculates the execution time for
each test data set. The size of the input data collection has
anearly linear effect on the execution time. The suggested
approach aids in shortening the system's execution time
and increasing efficiency.

X. CONCLUSION

In really vast data sets, ELM is likely to persist. The focus
of this research is on accurate disease prediction using
both structured and unstructured data sources. The data
storage and solutions would much rather provide a better
solution than the conventional storage techniques. The
algorithm and services can be improved to further the

TABLE II.

PERFORMANCE MEASUREMENTS FOR DIFFERENT ML ALGORITHMS
Classification Approach Precision Recall Accuracy AUC
Neural Network (NN) 85.2 88.1 83.8 91.9
Random Forest 67.3 94.3 67.3 88.1
SVM 85.8 86.7 82.4 92.4
Decision Tree(DT) 87.9 81.4 87.1 88.3
Logistic Regression 83.9 91.2 81.2 86.9
Naive Bayes 91.2 95.4 88.6 95.5
Improved Naive Bayesian 92.3 97.3 92.4 98.3
CS-SVM 93.6 92.5 93.5 97.9
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Fig. 3. Accelerations for Every Data Set

Fig. 4. Execution Time for Data Sets
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research and produce better outcomes. Additionally,
suggested work utilising MapReduce for unbalanced data
is concentrated on achieving scalability and fault
tolerance in distributed platforms. To more accurately
assess the risk of dengue fever, these two forms of data
combined yield an accuracy rating 0o 98.70%.
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