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Abstract

One of the common types of cancer is liver cancer, early detection and diagnosis of which are critical. Discovery, decision, and
aggressive therapy can prevent most cancer deaths. We use data mining approaches (Convolutional Neural Networks) to build
prediction models for liver cancer with the most widely used statistical analysis methodology. Around 579 records and 10 variables
were included in the data collection. The model was built, evaluated, and compared using a k-fold cross-validation process. CNN
was the best accurate predictor for this domain with a test set accuracy of 100%.
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. INTRODUCTION

Recently, liver cancer has reached epidemic proportions.
According to the World Cancer Research Journal, the
incidence rate of liver cancer was 10.1 per one million
persons in 2017, with a fatality rate of 9.5 per 0.1 million
individuals. According to Cancer.net, 42,220 Americans
are affected, including 11,610 females and 30,610 males.
Since 1980, cases have increased thrice, posing a serious
public health danger. According to the same site,
Southeast Asia and Sub-Saharan Africa are the most
affected regions'.

There are two types of liver cancer, primary and
secondary[1]. If we can detect cancer early, patients can
get better and timely treatment [2]. Biological factors are
complemented by data mining, a powerful tool used to
find patterns in a particular cancer dataset [3].

In this research, we used the deep learning Convolutional
Neural Network (CNN) technique to develop a model for
predicting Liver Cancer. The dataset used for this study
was obtained from UCI Machine Learning Repository.’
The dataset includes 579 records and 10 variables. The
data cleaning and preparation stage, the data set and
removing records were missing values. The model was
built using a k-fold cross-validation process for
evaluation and comparison purposes.

The outcomes revealed that CNN is the best predictor,
with the test data set accuracy of 100%. The CNN model
is also analysed using sensitivity to determine the
predicted elements' relative importance.

'https://www.rgcirc.org/cancer-knowledge-base/liver-cancer-signs-and-symptoms/

*https://archive-beta.ics.uci.edu/ml/datasets
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II. BACKGROUND

A. Liver Cancer

Liver cancer is the most common cause of cancer deaths
worldwide and the fifth most prevalent in the United
States. It is also the only one of the top five deadliest
cancers to experience an annual percentage increase in
occurrence. The prognosis for liver cancer is poor. Only
5% to 15% of patients are eligible for surgical removal,
which is suitable only for early-stage patients [4].

Although there are multiple established risk factors
for liver cancer, no one knows why some men develop the
disease while others do not. Alcohol, Diabetes Mellitus,
obesity, and Autoimmune Hepatitis are some of the most
critical risk factors for liver cancer [5] .

Hepatocellular Carcinoma (HCC), often known as
primary liver cancer, is one of the leading causes of death
in patients with chronic liver disease. HCC is becoming
the primary cause of cancer in India, owing to an
epidemic ofnon-alcoholic fatty liver disease [5].

B. Related Models and Theories

CNN : Many computer vision applications, such as object
detection and recognition have lately seen advancements,
thanks to deep learning methods, particularly

Convolutional Neural Networks (CNNs). Deep Learning
is highly effective in automating learning feature
representation schemes from training data by attempting
to mimic the structure and operation of neurons in the
human visual cortex through hierarchical multi-layer
networks. This eliminates the laborious feature
engineering task [6].

Deep Learning (DL) is based on a traditional neural
network, but it outperforms its predecessors significantly.
Furthermore, DL simultaneously uses transformations
and graph technologies [7].

The earliest levels of these algorithms extract low-
level features, whereas the last layers extract high-level
features resulting in a multi-layer data representation
architecture. This style of architecture, which models the
process that occurs in whole sensory regions within the
human brain was inspired by Artificial Intelligence (Al).
The human brain can automatically derive data
representation from many scenes. The identified objects
are the process's output, while the received scene
information is the process's input. This procedure imitates
the way the human brain functions. As a result, it stresses
the primary advantage of DL. Fig. 1 shows the CNN
model diagram.

Fig. 1. CNN Model Diagram
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H=f(W**x+b) (1

where,

x Input of each layer in a CNN model is organized in three
dimensions;

k Convolutional layer is denoted by k;
b" Bias;

W' Weight;

h"Feature maps.

The next step is down-sampling every feature map in
the sub-sampling layers. This leads to a reduction in
network parameters, which accelerates the training
process and in turn enables handling of the overfitting
issue[7].

lll. LITERATURE REVIEW

Random Forestwas used to predict Liver Cancer and it
was found that the J48 algorithm performs better than all
other classification algorithms.With the help of feature
selection it has an accuracy of 95.04% [1]. K-Nearest
Neighbour (KNN) outperformed Logistic Regression,
Auto Neural, and Random Forest with an accuracy of
99.794% [8]. In this work Support Vector Machines for
classifying liver disease using diabetes datasets and two
liver patents datasets were used to examine accuracy,
error rate, sensitivity, prevalence and specificity [9].
Naive Bayes classification (NBC), Bagging, KStar,
Logistic, and REP trees were used to evaluate the
accuracy, precision, sensitivity, and specificity. In this
case, UCLA and AP datasets were considered for finding
the best algorithm. KStar algorithm proved to have the
highest accuracy, precision, sensitivity, and specificity
[10].

Naive Bayes, ANN, Xero, 1BK, and VFI algorithms
are used to classify these diseases and compare their
effectiveness and correction rates. In terms of accuracy in
predicting or describing liver disease, early detection is
critical for its cure. It also results in better performance of
the classification model.[2]. Naive Bayes, FT Tree, and
KStar algorithms were tested, and Naive Bayes had the
best classification accuracy of 96.52% [11]. Using the
Support Vector Data Description (SVDD), data
visualization techniques, and Glow Worm Swarm

Optimisation (GSO) were used to improve diagnostic
accuracy. As a result, the proposed method achieves 96%
sensitivity, 86.28% specificity, and 84.28% accuracy.
Thus, it is well suited for diagnosing early liver disease
[12]. Naive Bayesian and C4.5 classification data mining
techniques were used to analyze liver disease. The
experiment showed that C4.5 had an 99.20% accuracy
[13]. Influenced symptoms in alcoholic fatty liver disease
apply support and confidence to the Reverse Sequential
Covering Algorithm [13].

Sequential Minimal Optimisation (SMO), Naive
Bayes, J48, Bayes Net data, and mining algorithms were
used for detecting and predicting liver disease. The
results showed that the SMO model was highly accurate
with 97.3913% accuracy [14]. Applying J48, LMT,
Random Forest, Random tree, REPTree, Decision
Stump, and Hoeffding Trees showed that Decision Stump
provided the highest accuracy compared to other
techniques[15].

NWKNN and Fuzzy-NWKNN methods gave 73.91%
accuracy (BUPA Dataset), 77.59% accuracy (ILPD
Dataset), and 87.01% accuracy (MPRLPD
Dataset).Furthermore, the TLRUS pre-processing
method is used for improved accuracy of 78.46% (BUPA
Datasets), 78.46% (ILPD Datasets), and 95.79%
(MPRLPD Datasets) [16]. Gradient Boosting Decision
Trees (GBDT) is used for feature selection and after two
classification methods, Support Vector Machines (SVM)
and GBDT were used for training and testing. According
to the results, the Kappa index is almost perfect, and the
accuracy is over 90% [17]. Decision Tree, Linear
Discriminant, SVM Fine Gaussian, and Logistic
Regression algorithms were applied. Based on linear
discriminant analysis, the highest prediction accuracy
was 95.8%, and ROC was 0.93 [18].

IV. RESEARCH METHODOLOGY

A. Dataset Description

The Indian Liver Patient Dataset (ILPD), which was
retrieved from the UCI Machine Learning Repository
was used in this study. There were 579 instances of 10
attributes in the sample. Positive and negative tests were
conducted on the names of the two target classes. The
number of positive target instances was 416, whereas, the
number of negative target instances was 167. Age,
gender, total Bilirubin, direct Bilirubin, total proteins,
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albumin, A/G ratio, SGPT, SGOT, and Alkphos are
among the 10 variables in this dataset.

B. Result Analysis

This ILPD dataset was given to the CNN algorithm as
input. Scikit-learn is an open-source machine learning A
library used in the Python programming language.
Jupyter Notebook is an open-source web application that
makes this possible. Live code, visualisation, Equations
and narrated text are used to fulfill our goal.

C. Evaluation Metrics

The evaluation metrics used in DL challenges are critical
for achieving the best classifier in four measures:
Precision, Recall, F1-score, and accuracy (2) to (4) are
the formulae for calculating these measurements.

1) Precision is used to compute the positive patterns in an
upbeat class correctly, predicted by all predicted patterns.

Precision= TP/(TP+FP) 2)

where,
TP True Positive;
FP False Positive.

2) Recall is used to compute the percentage of correctly
classified positive patterns.

Recall = TP/(TP + FP) 3)

where FNis False Negative.

3) F1-Score calculates recall and precision rates.

F1=(2x Precisionx Recall)/ (Precision+ Recall) (4)

4) Accuracy calculates the proportion of correctly
predicted classes to the total number of samples tested.

Accuracy =(TP + TN)/ Total Instances (&)

where, TN is True Negative.

V. EXPERIMENTAL RESULTS

Table I shows performance evaluation of Convolutional
Neural Network. Fig. 3 shows model loss. Table II shows
training and simulation error.

TABLE I.
PERFORMANCE EVALUATION OF CONVOLUTIONAL NEURAL NETWORK
Algorithm Dataset Accuracy Recall Precision Fl-score
CNN Indian Liver Patient Dataset 100% 100% 100% 100%

Model Accuracy
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Fig. 2. Model Accuracy
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TABLE II.
TRAINING AND SIMULATION ERROR

Algorithm Kappa statistics Mean absoluteerror

Root mean squared error Median absolute error %

R-Squared

CNN 1.0 0.1054

0.1256 0.0921 0.9091

TABLE Ill.
VALUES CONFUSION MATRIX FOR LIVER CANCER

Actual Negative

Positive

Predicted
Negative Positive
39 0

0 135

Fig. 4 shows the ROC curves of our different classifiers in
terms of their accuracy.

The ROC curve illustrates the performance of various
classification methods. We can select the most suitable
models and eliminate others by analyzing the plot. In
Table III, each row represents the actual class rates while
each column represents predictions since confusion
matrices help evaluate classifiers.

VI. DISCUSSION AND CONCLUSION

Disease perdition has long been considered a severe
issue. Deep learning algorithms are commonly used to
handle this medical care challenge. This type of problem
is typically solved using a neural network technique. This
study demonstrates CNN's accuracy in predicting cancer.
The CNN developed model is more consistent than any

Fig. 4. ROC curve
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other technique mentioned, and it has the potential to alter
the area of liver cancer prediction. According to the
findings, deep learning techniques can detect the disease
automatically and accurately.
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